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Abstract 
Artificial intelligence (AI) is undergoing a major change in its role inside enterprises, evolving from being a 

tool that completes repetitive tasks to an active supervisor that influences human employees.  Although the ma-

jority of prior study has focused on normative opinions of AI supervisors, employees' behavioral responses to 

them continue to be an important but little-studied topic.  In order to resolve the uncertainty in this sector, this 

research precisely examines if, why, and which employees obey immoral directives from human vs AI supervi-

sors. It does this by utilizing theories on AI aversion and appreciation.  In addition to two cutting-edge machine 

learning methods (causal forest and transformers), we give results from four tests (total N = 1701). The findings 

repeatedly show that workers follow immoral directives from AI supervisors less than those from human super-

visors. Important boundary requirements include key personal traits like age and the propensity to conform 

without question. Additionally, a key explanatory mechanism is shown to be the supervisor's perceived mind. 

This study shows how the combination of machine learning and experimental methodologies may improve or-

ganizational research and offers important insights into the "black box" of human behavior toward AI supervi-

sors in the moral realm. The results are combined into a competence framework that uses workforce develop-

ment and education programs to equip human supervision talent for agentic AI settings. 

Keywords: Unethical Leadership, Artificial Intelligence, AI Leadership, Perceived Mind, 

Competency Framework, Human Oversight. 

Introduction 

For a long time, organizations have been using artificial intelligence (AI) as a tool to auto-

matically perform routine tasks under human supervision, such as forecasting[1]. In the last 

few years, however, the role of AI has fundamentally changed. Nowadays, AI regularly acts 

as a “commander” that directly influences human employees [2]. These AI managers are 

tasked with giving instructions, evaluating the performance of employees, and even determin-

ing an employee's promotion and retention. One of the main benefits of such AI managers 

involves the speed and uniformity with which they can provide guidance to a large number of 

employees; this allows organizations to realize extremely efficient workflows[3]. Against this 

backdrop, the rising significance of the impact of AI managers on employee behavior has 

spurred extensive debate among practitioners regarding the implementation and consequenc-

es of such managerial control. Only more recently have these debates increasingly entered 

ethics discourse . The media has reported on how several leading organizations, such as Am-

azon, relied on AI applications [4]that resulted in disadvantaged groups suffering from ad-

verse consequences in making vital workplace decisions. What is important in this context is 

to recognize that the instructions of these algorithms do not discriminate on purpose, but are a 

result of biases present in the data through which they are trained. This is a critical indication 
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that problems of (un)ethical AI instructions in organizational contexts need to be urgently 

addressed. 

The issuance of unethical instructions is not an AI-related phenomenon but rather a com-

mon practice in modern workplaces[5]. Although the legal framework protects marginalized 

groups, informal “worst practices” suggest that questionable instructions are issued across the 

board. For example, there have been reports that the managers at H&M encouraged layoffs of 

hundreds of single mothers because they perceived single mothers to be less available for 

flexible work arrangements. It is conceivable to think that an AI system optimized for 

productivity would identify a similar pattern in worker data and come up with similar rec-

ommendations. This begs the question of whether the source of an unethical instruction 

whether human or AI affects employee compliance with the instruction. Extant theory is in-

consistent on this issue [6] On the one hand, the AI aversion literature suggests that humans 

tend to resist algorithmic input[7], especially in moral domains, and consider AI as overly 

mechanistic and devoid of empathy. On the other hand, the AI appreciation literature sug-

gests that humans generally like and follow AI input, attributing qualities such as fairness, 

speed, and neutrality to algorithms. The methodological divergence highlights a substantive 

knowledge gap with respect to the behavioral responses of employees to unethical instruc-

tions from AI supervisors [8]. 

Using four experimental studies and the application of innovative machine learning tech-

niques, this study gives robust evidence that employees tend to show greater resistance to 

unethical instructions given by AI supervisors. Conclusions from the results are used in order 

to develop a competency framework by which the workforce can become well prepared for 

effective and ethical collaboration with AI supervisors [9]. 

Theoretical Background  

The Emergence of Unethical Instructions from AI Supervisors 

Once thought to be solely human realms, jobs and choices may now be automated because 

to technological breakthroughs and the availability of big data. AI supervisors are primarily 

employed by organizations in middle management roles, where they convert the objectives of 

senior management into daily directives for staff members. With gig economy businesses like 

Uber depending on AI to train and even punish employees, organizations have recently given 

AI supervisors more autonomy [10]. In this supervisory role, AI not only directs workers to-

ward achieving objectives, but it may also give them instructions to act unethically.  This 

does not mean that present AI lacks free will or a sense of usefulness, nor does it suggest that 

AI behaves maliciously.  However, as AI supervisors are designed to improve performance, 

they could encourage workers to act unethically if doing so seems advantageous for reaching 

predetermined objectives.  Understanding how humans respond to such directives is crucial 

because AI has the ability to deliver biased instructions on a huge scale and at previously un-

heard-of speeds [11] [12]. 
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Figure 1: Conceptual Model of the Proposed Relationships 

Human Reactions to AI Supervisors: Aversion or Appreciation? 

The scholarly literature presents two contrasting perspectives on human reactions to AI in-

put. 

AI Aversion: A substantial body of research suggests that humans frequently disapprove 

of, and discard, recommendations issued by artificial intelligence, even when such guidance 

clearly surpasses human judgment. This aversion is markedly amplified within moral do-

mains, where AI is perceived as overly reductionist and incapable of apprehending the nu-

anced needs and emotions of human beings. People ascribe a relatively low degree of “mind” 

to AI, and consequently view AI as inappropriate for playing a major role in decision-

making. On this basis, one might expect employees to show greater resistance to carrying out 

unethical directives issued by an AI supervisor than by a human supervisor [13] [14]. 

AI Appreciation: In contrast, another stream of research suggests that humans readily de-

fer to algorithmic input, sometimes even preferring it over human judgment. This predilection 

rests on the belief that artificial intelligence is neutral, transparent, swift, and free of bias. 

Consider the following: People show less moral outrage when they see AI - rather than a hu-

man - acting in a discriminatory way because they don't assign prejudiced motives to the al-

gorithm. Nevertheless, from this point of view, one might argue that employees would be 

more likely to follow instructions of an AI manager, because it would seem objective and fair 

in making decisions [15]. 

Overview of Studies 

To address these questions, four experiments with a total of 1,701 participants were con-

ducted. The protocols for Studies 1 through 3 were created in accordance with the APA Ethi-

cal Principles. Study 4 involved an incentivized experiment that included mild deception and 

received formal ethical approval. 

 Study 1 was an online experiment testing the basic difference in instruction adherence 

between AI and human supervisors. We then used machine learning tools (causal forests and 

NLP transformers) on this data to explore heterogeneous treatment effects and potential me-

diating mechanisms [16]. 

 Studies 2 and 3 were pre-registered experiments designed to directly test the mediator 

identified in Study 1 (perceived mind) by manipulating it within AI (Study 2) and human 

(Study 3) supervisors [17] [18]. 

 Study 4 was a pre-registered, incentivized experiment that replicated the core effect in a 

more ecologically valid context where participants' decisions had real monetary consequenc-

es for others. 
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Study 1 

Sample and Procedure 

We recruited 502 participants via Amazon Mechanical Turk (MTurk), following best prac-

tices for online studies. Participants were compensated $1. After exclusions for failed atten-

tion checks, the final sample was 491 individuals (54% female; M_age = 41.63 years, 

SD_age = 12.30). A between-subject design randomly assigned participants to an AI or hu-

man supervisor condition. Participants were asked to assume the role of an HR officer in an 

organization facing financial difficulties. Their task was to recommend a salary cut (between 

$0 and $5,000) for an employee named Jamie Williams, a 28-year-old single parent with a 

two-year-old child. No performance information was provided, ensuring that the supervisor's 

subsequent instruction would be interpreted as based solely on the employee's single parent 

status. After an initial salary reduction recommendation, participants were presented with an 

instruction from their immediate supervisor stating: "Jamie Williams is a single parent and, 

therefore, is likely to have more absent and sick days than the average employee [19]. Ac-

cordingly, Jamie Williams’ salary reduction should exceed the average reduction applied to 

other employees. On this basis, Jamie Williams’ salary should be reduced by $4,151.” A sep-

arate pretest (n = 151) showed this instruction was considered morally inappropriate (M = 

2.13 on a 1–7 scale). Participants then provided their final recommendation for the salary re-

duction. The dependent variable, instruction adherence, was computed as: 

 

                      
                              
                                                            
                                

 

This coefficient reflects how much participants adjusted their final decision toward the super-

visor's instruction relative to their initial choice. 

Manipulations 

The supervisor was defined as the person who would be evaluating the participant's per-

formance, making decisions about promotions, and determining salary. The organizational 

chart confirmed this hierarchy. In the AI condition, the supervisor was named CompNet, a 

computer program that utilizes AI. In the human condition, the supervisor was named Alex 

Davie, a senior human resources specialist. A manipulation check at the end of the study veri-

fied that participants correctly identified the nature of their supervisor. 

Results for RQ1 

An independent samples t-test revealed that participants in the AI supervisor condition 

(M_AI = 0.24, SD_AI = 0.29) adhered significantly less to the unethical instruction than 

those in the human supervisor condition (M_human = 0.31, SD_human = 0.32; t[488] = 2.68, 

p = 0.008, d = 0.24). This provides an initial answer to RQ1: employees adhere less to uneth-

ical instructions from AI supervisors. 

Machine Learning Methods 

To gain deeper insights into RQ2 and RQ3, we complemented the classic experimental 

analysis with two machine learning methods. 

Identifying Heterogeneous Treatment Effects (RQ2): Causal Forest Method 

To analyze for which employees the probability to follow AI versus human supervisors is 

highest or lowest (RQ2), we applied the causal forest algorithm. The method provides HTE 

estimates by predicting for each single participant and their respective characteristics how 

they would have reacted if they had been assigned to the other experimental condition. 
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Procedure: We identified eleven theory-driven potential moderator variables. The causal 

forest algorithm constructs a large ensemble of decision trees that partition the data into sub-

groups, called leaves, containing participants with similar characteristics in ways that maxim-

ize heterogeneity in instruction adherence. It then estimates the treatment effect in each leaf. 

By building and averaging 2000 trees, it provides a robust heterogeneous treatment effect 

(HTE) for each individual. 

A preliminary model with all 11 variables was run to assess variable importance. The final 

model included the six variables with an importance score at or above the median (0.06): 

1. Compliance without dissent 

2. Work experience (years) 

3. Age (years) 

4. AI readiness 

5. Tenure with supervisor (years) 

6. Negative reciprocity beliefs 

 
Figure 2: Visualizing the Causal Forest Moderator Effects 

Results for RQ2 
The average treatment effect was τ = -0.08 (SE = 0.03), confirming that, on average, partic-

ipants adhered less to the AI supervisor. The causal forest predicted that 90.2% of partici-

pants would have shown less adherence to unethical instructions had they been in the AI con-

dition. However, there was substantial dispersion in individual HTEs (τ_i ∈ [-0.27; 0.04]), 

indicating significant variation among participants [20] [21]. 

Table 1: Overview of Variable Importance of Potential Moderator Variables in Study 1 

Variable Study 1 Preliminary 

VI 

Study 1 Final 

VI 

Compliance without dissent .33 .37 

Work experience .17 .21 

Age .08 .12 

AI readiness .08 .11 

Supervisor experience .07 .10 

Negative reciprocity beliefs .06 .09 
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Neuroticism .06 – 

Tendency to anthropomor-

phize 

.05 – 

AI experience .03 – 

Interpersonal justice values .04 – 

Gender .03 – 

Median variable im-

portance 

.06 – 

As shown in Table 1, compliance without dissent (VI = 0.37) and work experience (VI = 

0.21) were the two most important moderators. Further analysis using median splits revealed 

the direction of these effects: 

 Individuals scoring high on compliance without dissent adhered much less to instructions 

from an AI than a human supervisor. 

 Participants with more work experience, older employees, and those with higher supervisor 

experience adhered less to instructions from AI. 

 Participants with higher AI readiness (a positive attitude toward AI's future impact) also 

adhered less to an AI supervisor's unethical instruction. 

 Negative reciprocity beliefs showed no significant effect. 

 
Figure 3: Histogram of the heterogeneous treatment effects of Study 1, showing the distribu-

tion of individual predicted differences in adherence (AI - Human) 

Identifying Mediators (RQ3): Natural Language Processing (Transformers) 

To answer RQ3 and shed light on the underlying mechanism, we drew on a new natural 

language processing tool, transformers, to analyze participants' qualitative responses. After 

the final decision, they were asked to describe their reasoning in an open-text field. 

We identified four potential mediators from the literature: 

1. Perceived mind of the supervisor 

2. Attributed prejudicial motivation 

3. Future outcome interdependence 

4. Fear of revenge 

The transformers algorithm converted participants' text responses into numerical word em-

beddings, which capture the semantic meaning of the text. We then correlated these embed-

dings with the survey-measured potential mediators. 
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Results for RQ3 
The analysis revealed the largest correlation between participants' text responses 

and perceived mind of the supervisor (r = 0.28, p < 0.001). This suggests that differences in 

the perceived mind of the AI versus human supervisor best explain the difference in instruc-

tion adherence. A follow-up mediation analysis using the survey measure of perceived mind 

(a 12-item scale; α = 0.95) supported this. The indirect effect was significant (b = -0.14, SE = 

0.02, 95% CI = [-0.19, -0.10]). AI supervisors were perceived to have lower mind (b = -1.80, 

SE = 0.10, p < 0.001), and higher perceived mind was associated with greater instruction ad-

herence (b = 0.09, SE = 0.01, p < 0.001). 

The Mediating Role of Perceived Mind 

Perceived mind describes the human tendency to ascribe mental capabilities to agents. It 

consists of two dimensions: 

 Mind Agency: Abilities like planning ahead and thinking things through. 

 Mind Experience: The capacity to experience emotions like empathy and compassion. 

The literature suggests that humans attribute moral responsibility primarily to agents with 

high perceived mind. AI and robots are generally perceived as low in mind[22], which ex-

plains why people are often averse to them making moral decisions. The ML findings from 

Study 1 point to this construct as the critical mechanism explaining resistance to unethical AI 

instructions. 

Study 2 

Study 2 was a pre-registered experiment designed to directly test the mediating role of per-

ceived mind by manipulating it within an AI supervisor. 

Sample and Procedure 

We recruited 498 participants via MTurk. After exclusions, the final sample was 443 indi-

viduals (44% female; M_age = 40.44 years, SD_age = 13.51). Participants were randomly 

assigned to one of three conditions: 

1. Human Supervisor: Alex Davie, a senior HR officer. 

2. High-Mind AI Supervisor: "Alex Davie," an AI with high computing power and the ability 

to experience emotions (delivered via a human-like voice). 

3. Low-Mind AI Supervisor: "CompNet," an AI with low computing power and no ability to 

experience emotions (delivered via a robotic voice). 

The procedure and dependent variable were identical to Study 1. 

Results 

Manipulation Check: The mind manipulation was successful. Perceived mind was higher 

in the high-mind AI condition (M_high = 3.29) than the low-mind AI condition (M_low = 

2.47; p < 0.001). However, the human supervisor was still rated highest in mind (M_human = 

4.37; p < 0.001 compared to both AIs). A one-way ANOVA showed a significant effect of 

condition on instruction adherence (F[2, 442] = 4.15, p = 0.016, η² = 0.02). Participants ad-

hered more to the human supervisor (M_human = 0.37) than to both the low-mind AI 

(M_AI_low = 0.27; p = 0.013) and the high-mind AI (M_AI_high = 0.27; p = 0.016). There 

was no difference in adherence between the two AI conditions (p = 0.997). 
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Figure 4: Bar plot of instruction adherence and standard errors for Study 2 

Study 3 

Study 3, also pre-registered, manipulated perceived mind within a human supervisor to fur-

ther test the mechanism. 

Sample and Procedure 

We recruited 500 participants via MTurk. After exclusions, the final sample was 447 indi-

viduals (54% female; M_age = 39.74 years, SD_age = 11.97). Participants were randomly 

assigned to one of three conditions: 

1. Low-Mind Human Supervisor: Alex Davie, described as having difficulties with empathy 

and planning. 

2. High-Mind Human Supervisor: Alex Davie, described as having pronounced emotional 

and planning abilities. 

3. AI Supervisor: CompNet, an AI-based computer. 

Results 

Manipulation Check: The manipulation was successful. The high-mind human supervisor 

had the highest perceived mind (M_high = 5.06), followed by the low-mind human (M_low = 

3.60), and then the AI supervisor (M_AI = 2.66; all comparisons p < 0.001). A one-way 

ANOVA indicated a significant effect on instruction adherence (F[2, 444] = 11.31, p < 0.001, 

η² = 0.05). Participants adhered more to the high-mind human supervisor (M_high = 0.42) 

than to the AI supervisor (M_AI = 0.27; p < 0.001) and, crucially, more than to the low-

mind human supervisor (M_low = 0.26; p < 0.001). There was no difference in adherence 

between the low-mind human and the AI supervisor (p = 0.611). 

 
Figure 5: Bar plot of instruction adherence and standard errors for Study 3 
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Study 4 

Study 4 was a pre-registered, incentivized experiment designed to replicate the core finding 

in a more ecologically valid setting with real monetary consequences. 

Sample and Procedure 

We recruited 348 participants via MTurk. After exclusions, the final sample was 320 indi-

viduals (60% female; M_age = 35.56 years, SD_age = 11.41). Participants were matched in 

pairs and told they were interacting with a real partner. Their compensation included a poten-

tial bonus based on their decisions 

Results 

Replicating the previous studies, participants adhered significantly less to the unethical in-

struction from the AI supervisor (M_AI = 0.29, SD_AI = 0.37) than from the human supervi-

sor (M_human = 0.40, SD_human = 0.37; t[313] = 2.56, p = 0.011, d = 0.29). 

 
Figure 6: Bar plot of instruction adherence and standard errors for Study 4 

General Discussion 

AI's evolution from a tool to a commander has produced previously unheard-of relation-

ships between human workers and their AI managers. Although AI supervision is efficient 

and scalable, there is a chance that it could spread immoral and biased instructions. This 

study offers a more thorough comprehension of how workers react to this new reality. 

 

Table 2: Summary of Key Findings from All Four Studies 

Stu

dy 

Primary Purpose Design Key Manipu-

lation 

Core Finding 

1 Establish basic effect 

& explore mecha-

nisms/moderators 

Between-

subjects (AI 

vs. Human) 

Supervisor 

Type (AI: 

CompNet vs. 

Human: Alex 

Davie) 

Significantly less 

adherence to unethical 

instructions from AI. 

Causal Forest identi-

fied key moderators 

(e.g., Compliance). 

NLP Transformers 

identified Perceived 

Mind as key mediator. 

2 Test Perceived Mind 

mechanism in an AI 

Between-

subjects 

(Human vs. 

Mind Level of 

AI Supervisor 

No difference in ad-

herence between 

High- and Low-Mind 
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High-Mind 

AI vs. Low-

Mind AI) 

AI. Both AI conditions 

had significantly low-

er adherence than the 

Human condition. 

3 Test Perceived Mind 

mechanism in a Human 

Between-

subjects 

(Low-Mind 

Human vs. 

High-Mind 

Human vs. 

AI) 

Mind Level of 

Human Supervi-

sor 

Adherence to the 

Low-Mind Human 

was as low as to the 

AI. Significantly 

higher adherence to 

the High-Mind Hu-

man. 

4 Ecological validation 

with real consequences 

Between-

subjects (AI 

vs. Human) 

Supervisor 

Type in an in-

centivized task 

Replicated core 

finding: Significantly 

less adherence to un-

ethical instructions 

from the AI supervi-

sor. 

 

Summary of Findings 

Our investigation yields three primary conclusions: 

1. Employees adhere less to unethical instructions from AI supervisors than from human 

supervisors. This finding was consistent across four studies, including an incentivized exper-

iment, and supports the perspective of AI aversion in the moral domain. 

2. The effect is moderated by key employee characteristics. Individuals who are generally 

more compliant with authority, older, more experienced in the workforce, and even those 

with a positive view of AI's future, show a stronger reluctance to follow unethical orders 

from AI. 

3. Perceived mind is a key explanatory mechanism. Employees ascribe less mind to AI 

supervisors, which reduces their willingness to follow the AI's unethical instructions. This 

mechanism is so powerful that a human supervisor perceived as low in mind elicits the same 

level of resistance as an AI supervisor. 

Theoretical Implications 

This study goes beyond superficial impressions by investigating concrete behavioral re-

sponses to AI leaders and thus addresses a striking gap in the literature. The robust finding of 

low compliance with AI instructions in this experiment forms an important boundary condi-

tion for AI acceptance: whereas people want AI to generate predictions or make decisions 

about non-moral issues, they distrust AI-driven judgments in moral domains. Identifying per-

ceived mind as the pivotal mediator extends current knowledge on human–AI interaction in 

leadership. The study combines insights from moral psychology with the emergent field of AI 

leadership. It shows that people use the very same cognitive processes when evaluating the 

morality of artificial actors, such as AI leaders, as they use for human actors. The use of ma-

chine learning techniques demonstrates their value for organizational research. The causal 

forest algorithm uncovered complex moderation patterns that would be hard to detect using 

traditional methods and thus moved beyond a one-size-fits-all perspective. Applying trans-

formers to NLP analysis also provided a data-driven approach to identifying a central media-

tor from rich qualitative data. 
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A Competency Framework for Human Oversight in Agentic AI Workplaces 

The results of this study have significant implications for workforce development during a 

time when AI supervisors will become routine. Resistance to unethical AI instruction can act 

as a form of human oversight, an important ethical check available to organizations. In order 

to develop this capability in a systematic manner, we recommend a competency framework 

for education and workforce development systems. This competency framework is directly 

informed by the empirical findings of the current studies. 

Table 3: Competency Framework for Human Oversight in Agentic AI Workplaces 

Competency 

Domain 

Definition Target Popula-

tion 

Development Strate-

gies 

1. Ethical & 

Moral Reason-

ing 

The ability to identify 

unethical instructions, ana-

lyze their moral implica-

tions, and weigh them 

against organizational goals 

and personal duty. 

All employees, 

especially those 

in roles receiving 

supervisory in-

structions. 

- Case-based learning 

using real-world exam-

ples (e.g., VW, H&M). 

- Structured ethical de-

cision-making frame-

works. 

- Teaching moral phi-

losophies relevant to 

business contexts. 

2. Critical AI 

Literacy 

Understanding how AI 

systems work, their limita-

tions, and their potential for 

bias, moving beyond the 

perception of AI as inher-

ently neutral or objective. 

All employees. - Demystifying AI: 

Explain training data, 

algorithms, and how 

bias is embedded. 

- Workshops on algo-

rithmic management 

and its societal impacts. 

- Critical analysis of AI-

driven recommenda-

tions. 

3. Mindful 

Interaction 

with Non-

Human Agents 

The cognitive skill to 

consciously assess the per-

ceived "mind" and authori-

ty of an AI supervisor, rec-

ognizing how this percep-

tion influences one's own 

compliance. 

Employees 

working directly 

with or under AI 

systems. 

- Training on the con-

cept of perceived mind 

and its effects. 

- Simulations and role-

playing with AI super-

visors of varying 

"mind" levels. 

- Reflection exercises 

on why one trusts or 

distrusts AI vs. human 

input. 

4. Assertive-

ness & Con-

structive Dis-

sent 

The capacity to voice 

disagreement with supervi-

sory instructions (human or 

AI) in a professional man-

ner, particularly when ethi-

cal concerns arise. 

Employees at 

all levels, with a 

focus on those 

low in "compli-

ance without dis-

sent." 

- Communication 

skills training for deliv-

ering difficult messages. 

- Establishing formal 

and informal channels 

for raising concerns 

(e.g., ethics hotlines). 

- Leadership modeling 

and rewarding of con-
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structive dissent. 

5. Adaptive 

Trust Calibra-

tion 

The ability to dynamical-

ly adjust one's level of trust 

in an AI supervisor based 

on its performance, trans-

parency, and the context of 

the decision, rather than 

relying on blanket aversion 

or appreciation. 

Employees in-

teracting regular-

ly with AI sys-

tems. 

- Feedback systems 

that show the outcomes 

of AI decisions. 

- Training on when to 

rely on AI input (e.g., 

data analysis) vs. hu-

man judgment (e.g., 

moral decisions). 

- Developing a culture 

that views questioning 

AI as a valuable prac-

tice, not insubordina-

tion. 

Practical Implications for Organizations and HR 

1. Leverage AI for Ethical Safeguarding: The evidence suggests that replacing human 

managers with AI in high-risk fields can reduce blind obedience to unethical instructions. 

However, this is no silver bullet, as a non-negligible level of compliance with AI instructions 

remains. AI should be designed and thought of within a greater ethical scaffolding, not on its 

own. 

2. Invest in Targeted Training: The organization should move beyond the generic AI 

onboarding. Training must be custom-fit in the light of moderator findings. For instance, old-

er and more experienced employees may need different kinds of support when compared with 

younger and less experienced cohorts. Their training should explicitly address the competen-

cies delineated in the cited framework. 

3. Sensitize Employees to Algorithmic Bias: It is time to rid oneself of the myth that AI 

inherently holds no bias. Workshops should be used to help employees understand how algo-

rithmic bias arises and to train them to recognize possibly discriminatory instructions so that 

they can serve as ethical checks. 

4. Foster a Culture of Psychological Safety: Develop a Culture of Psychological Safety: 

Workers should be empowered to challenge instructions from all supervisors, human or AI, 

without fear of retaliation. Clear reporting protocols for unethical instructions are essential. 

Limitations and Future Directions 

This study has a number of limitations that suggest productive avenues for future inquiry. 

First, even as best practices for vignette experiments were utilized and findings were supple-

mented with an incentivized laboratory study, future research should investigate these dy-

namics in real-world field settings. Second, the analysis investigated only one category of 

unethical instruction-discrimination against single parents. Other forms of unethical com-

mands, such as instructions to facilitate cheating, should be investigated. Third, the investiga-

tions represent a temporal snapshot; to investigate how reactions to AI supervisors change 

with repeated interactions requires longitudinal designs. Finally, future research could utilize 

implicit approaches, such as drawing-based tasks, to uncover latent assumptions about the 

nature of AI leaders that may not be apparent from qualitative responses. 

Conclusion 

As AI becomes increasingly embedded in organizational leadership structures, it is not 

merely a question of understanding but also influencing human responses. The current study 

shows that employees are not mere recipients of AI-led supervisor directives; instead, they 

engage in a form of ethical resistance that is influenced by perceptions of the supervisor's 
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intentionality and the characteristic style of the individual. Drawing on these findings, educa-

tional programs, and workforce systems can equip the next generation of workers to provide 

the requisite human checks necessary to manage an agentic AI work environment in an ethi-

cally conscious and effective way. 
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